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Abstract  

This paper discusses the challenges of integrating GenAI into intersubjective, object-full, 

language-infused embodied actions that make-up local processes of Heideggerian 

worlding. Addressing the GenAI challenge from a Science and Technology Studies (STS) 

perspective and within the context of the Anthropocene, it redefines human-GenAI 

interactions with the help of an ethnomethodological perspective. The paper discusses the 

Anthropocene in terms of a political ontology and the Anthropic condition: a 

representational view of the world facilitated by ontopolitical gerrymandering – introducing 

the cut between the world and Anthropos. A political programme, it endows Anthropos 

with the sovereign power of settling struggles over objectivity and truth; what and how 

things are in our world, what counts as real, and what counts as incoherent fiction. In this 

ontopolitical setting analysed with an ethnomethodological gaze, GenAI disrupts the realm 

of embodied actions, situated within the depth of lived space and time, filled with objects 

and permeated by language inferring with linguistic intersubjectivity causing 

incommensurability. GenAI becomes a social bullshitter concealed as sage as relations to 

the phenomenal field of organized objects that produce a perceived coherence become 

disrupted. The paper offers a radical critique of GenAI as a social bullshitter and the 

reduction of GenAI to naïve intelligibility by members; introducing a new analytic, that of 

postquantum, which challenges the foundationalist, realist, and non-relational worlding of 

the Anthropic condition and GenAI therein as another technological fix stabilizing the 

condition as the One-World world real. 
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Introduction 

It is an honor to have been invited to this fascinating event. Along with philosophers and 

physicists, Science, Technology, and Society (STS) scholars, such as myself, seem to be 

respected and celebrated here. This is good news.  

 

Thinking about what Toby Walsh said in his talk, that he agrees with ―the majority of 

experts in Artificial Intelligence (AI) and robotics‖ when they ―predict we are likely to have 

built machines as intelligent as us by the year 2062‖ [1], I am extremely grateful that I will 

not be there to see what happens then. When thinking with Artificial Intelligence – and 

here I only refer to Generative or Transformer model AI – I will argue that it is neither 

artificial nor intelligent, but AI is an onto-political bullshitter concealed as sage. Academics 

and lay people seem to take GenAI seriously and accept unreflexively that what it tells or 

shows us is ‗about‘ the world. This makes GenAI a world-maker [2] and quite a dangerous 

one at that. 

 

First, let me offer a very brief crash course into the strand of STS I follow. Then, I will 

provide context as to where GenAI could be placed in our world. As at this conference a 

number of things, including this journal, are inaugurated, I will follow suit and inaugurate a 

new theory of quantum social theory, that of postquantum, which I propose as analytics to 

look at AI. Finally, I will follow up with my analysis of the Tao of AI.  

 

Spoiler alert: it is not a happy story. 

On Science and Technology Studies 

Let me first introduce you to my STS gaze. Science and Technology Studies (STS) is a 

multidisciplinary and policy-oriented field with a rich and intricate, if rather recent, history 

[3]. It encompasses the sociology and ethnography of science and technology [4], feminist 

and intersectional perspectives [5][6], philosophical approaches such as 

post-phenomenology [7]and quantum technoscience [8]. This complex history includes 

approaches that explore the ontology of technology, human experience, and performative 

action [9]alongside more practical contributions aimed at shaping science and innovation 
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policy [10] While a comprehensive account of STS from its philosophical origins to its 

contemporary directions is beyond the scope of this discussion, a unifying theme emerges: 

the assertion that science and technology are socially, or even ontopolitically, constructed. 

This perspective argues that our technologies and social realities could have developed 

differently but are shaped by historical, social, cultural, and/or ontological factors. A key 

focus is understanding how technology socially ―stabilizes‖ into the forms that constitute 

our techno-social world [11][12].  

 

Following up on this rich critical intellectual endeavor, there are two important quotes I 

want to share with you. One is from the Austrian-American STS scholar Knorr Cetina who 

argued that, ―a strong constructivist thesis, with respect to ontology, is one that shows 

how the world is slowly molded into shape in ever new ways through successive 

generations of (scientific) practice […] and felicitously performs the reformulation of 

recurrent questions, the felicity condition being that reconstruction leads to new inquiries 

and fresh food for thought‖ [13] This suggests that the world is not something that is ―out 

there‖ preexisting our scientific practices of observation and explanation rather, it is 

molded into shape, that is given form and meaning, by such practices. Put differently: 

(scientific) practices are worlding [14] – they constitute and institute a world. Stating it 

again differently, John Law – the other quote I wish to share – argues ―that technoscience 

does its realities as well as the representations of those realities‖ and ―that technoscience 

actually in all its complex multiplicity enacts worlds that are fit for its methods‖ [15] Both 

Cetina and Law contributes to the notable shift, since the early 1990s, in STS toward 

ontology. However, instead of engaging with traditional metaphysical discussions of Being, 

a ―practical ontology‖ [16]that STSers work with emphasizes an empirical phenomenon, 

examining how entities and realities are enacted and stabilized in and by (scientific) 

practice. STS (or at least some strands of it) is an ontologically critical, reflexive endeavor. 

The Anthropocene as context for discussing GenAI 

Our politico-temporal context is the Anthropocene. There are several Anthropocenes, 

discussed in geology as ‗epoch‘ or ‗event‘ in the Geological Time Scale, or as an informal 

concept, or yet as an alternative name to colonialism, capitalism, or modernism 

[17][18][19][20][21][22][23]. The Anthropocene is generally defined as the 

acknowledgment and address of the central role of humankind, especially the Western 

human Anthropos, in the geology and ecology of the Earth‘s ecosystem [24][25]. Out of 

the many relevant interpretations of the Anthropocene context, I would like to focus 

critically on the innovation and engineering science version of it. This is called the ―good 

Anthropocene‖ [a], which suggests that the quality of human life can be maintained and 

improved through new technologies and a focus on sustainable innovation without 

environmental damage [26]. The new kid on the block this time is GenAI, which purports 

to solve many of our problems. This has also been frequently suggested in this 

conference. 
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A belief in technology-fixes that make our lives better and beautiful is, of course, not a new 

idea. Elsewhere, I have called it lyseology[27]: mobilizing science to convince 

policymakers and the general public that the present possesses some form of lack that 

should be addressed with a new technology brought to life and offered as a solution. 

Lyseology generates a lack in the present, suggesting that it is in the future, populated by 

new not yet existing engineered artifacts, that a better, lack-free world is believed to lie. 

Industrial designer Norman Bel Geddes, in his book titled Magic Motorways, which had 

accompanied the General Motors Futurama exhibit in 1938 that he designed, opined that 

―[p]eering through the haze of the present toward 1960‖ (p. 8), we will realize that, ―[o]ne 

of the most helpful of modern paradoxes is that during the first 100 years of its growth, we 

laid waste to land, used up the cities, and bruised the face of everything we touched; now 

technology offers as the fruit of its maturity such things as powerful tools like rationalized 

techniques, precision, and teamwork‖ (p. 269) [28].  

 

How surprising! Sounds like AI, doesn‘t it? Peering forward from 1940 to 1960! Here, 

there is already the precise description of the good Anthropocene ‗avant la letter’: the 

laying waste to everything by machinery that had enslaved people, ―but now it can free the 

individual‖ (p. 269) 

 

To better contextualize my exploration of GenAI, I would like to propose another 

understanding of the Anthropocene. The focus of inquiry in STS, after what is called the 

―ontology turn‖ in the social sciences [29], lies in exploring the very existence or being of 

objects rather than merely examining the ways we come to know pre-existing entities. As 

referenced above, when (some) STSers talk about ontology, it is not an exercise in 

metaphysics but rather questioning the assumption of a singular, foundational world 

independent of human or non-human relations or performances [30][31]. Worlds, as Law 

and Joks argued, are performatively enacted. Assuming there is only one world that 

marginalizes others, reducing differences to matters of perspective [32]. By revealing the 

political processes that frame fundamental conditions of being, this strand of STS 

challenges Cartesian foundationalism and its epistemic and ontological violence [33][34]. 

Such violence suppresses alternative ways of being, limiting the emergence of other 

worlds, beings, and forms of life [35]. In consequence, moving beyond the 

representational ontology of Western metaphysics requires, as Giorgio Agamben 

suggests, returning politics to its ontological roots. Politicizing depoliticized regions of 

reality (like the One-World world [36] that exist independent of observers and sovereign 

requires, as Johanna Oksala [37] following up on Foucault [38]convincingly argues, 

showing that ontological orders are themselves outcomes of political struggles. In this 

context, it becomes essential to examine how the dominant ontology (e.g., [scientific] 

practices or technoscientific enactments) has transformed the planet, displacing and 

erasing alternative ontologies in its expansion. 
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The Anthropic condition[b] 

Our ontological approach remains empirical and even experimental, consistent with 

established STS traditions that prioritize detailed examinations of how specific ontologies 

are practically realized. Central to this process is the concept of enactment, reflecting 

STS‘s resistance to accepting phenomena as given [39]. Thus, instead of understanding 

the Anthropocene as (all) humans becoming a geological force in the Earth‘s ecosystem 

[40], I would like to suggest that the Anthropocene is the specific mode in which the world 

is molded into shape by the onto-political practices of a metaphysical entity (itself an 

‗imaginary‘ rather than a specific type of human, categorized and fixed as Western, 

European, white, etc.) that is Anthropos. Put differently, it is not the pre-existing and 

generic ‗human‘ that has a specific way of interacting (becoming a geological force) with 

another pre-existing entity, which is the Earth. There is a specific ontological politics at 

play in the Anthropocene that enacted the Earth as an entity complete with all objects 

‗within‘ its ecosystem as well as the metaphysical entity that is Anthropos, an entity 

reflexively constituted by the same politics. At the heart of Anthropogenic destruction is 

―ontological gerrymandering‖ [41][42]—the ceaseless reproduction of a fixed world and 

the ostensibly fixed human ‗therein,‘ whose ‗condition‘ would be a universal ‗human 

condition‘. This is a political program – it is the programme to enact the ‗Anthropic 

condition‘ [43]. The program offers a comforting and manageable realism, both the 

realism of an independently existing world and the realism and sovereign power of the 

‗biologically‘ constituted Anthropos himself.  

 

We can only trace the genealogy of the Anthropic condition as far as we have written and 

shared memory: the story of Genesis, the memory of the Pythagorean school, and 

Anaximander‘s fragment. The politics of the Anthropic condition is first inscribed into the 

world by the stories written up around the 6
th
 and 5

th
 centuries B.C.E by the early 

pre-Socratics reflecting on the limited and the unlimited that make (up) the world, as well 

as found in the story of Genesis. It is the manifestation of the inalienable, hegemonic, and 

universalist desire of Anthropos to acquire sovereign power (from God) and make all 

humans forget that other worlds may exist. I argue that the fixed human as well as the 

fixed ‗world‘ are as politically fictitious (cf. ‗socially constructed‘) as fixed properties of the 

same being: biological sex for example (as feminist scholars have convincingly shown) 

[44][45][46][47]. 

 

The Anthropocene, I suggest, is a political ontology: the ontology that has been conceived 

by the founders of a representational view of the world – the stem of onto-political 

gerrymandering – introducing the cut between world and Anthropos. The basis of this 

ontology is the Anthropic condition, a political programme endowing Anthropos with the 

power of settling struggles over objectivity and truth; what and how things are in our world, 

what counts as real, and what counts as incoherent fiction [48]. The first instance of such 

gerrymandering can be traced to the pre-Socratic philosophers, especially Philolaus of 

Croton, the first thinker self-consciously employing mathematical ideas to solve 
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philosophical problems [49]. His philosophy, that we have knowledge of only based on a 

few fragments, enacted a cut between all things that are of ―human knowledge‖ and are 

contingent, and things that are ―eternal, divine and pre-exist‖ all human intervention. This 

inaugurates the tradition ―that clear or exact knowledge is denied to human beings in 

certain domains‖ [50]; these domains are the atemporal, the divine, but more importantly, 

the pre-existing, apolitical real. Thus, the Anthropocene is the enactment of the world that 

is ‗eternal, divine and pre-exist all human intervention‘ and the ‗political animal‘ Anthropos 

who may have (some) knowledge, technological and otherwise, to ‗impact‘ this eternal 

other, the entity that is the Earth. 

 

As an onto-political constructivist, my endeavor is to apply STS‘s long-term slogan, ―It 

could be otherwise‖ to the entity ‗Earth‘ and to ‗Anthropos‘. Put simply, my ontological 

query comprises seeking an alternative methodological reality practice that offers a new 

set of analytics to study the Anthropocene as political ontology and, potentially, opens 

towards enacting widely different forms of life. I hope my proposition, which I will introduce 

today, that of ―postquantum‖ emerges as such a new set of analytics. First, a caveat: I do 

not like the term ―quantum social theory‖ (QST) (the term describing the application of a 

quantum understanding to our social world [51][52][53] hence the ‗posting‘ of quantum 

[54]. I will reflect on posting somewhat later. QST suggests that what physicists have 

explored about what they take to be the ‗real‘ is applicable as a (better) metaphor [55] or 

(better) description [56] to the social world. Without going into the critique of physics and 

their imagination of ‗the real,‘ I would rather avoid using quantum theory or mechanics as 

a concept of physics applied to the world of the social as the really ‗real‘.  

Apparatuses as phenomenal fields 

Before we investigate ‗the otherwise‘, however, another detour: on onto-political 

apparatuses and bullshitting. Following up on what Giorgio Agamben argued in reference 

to Foucauldian apparatuses, I contend that apparatuses are literally anything that have, in 

some way, the capacity to capture, orient, determine, intercept, model, control, or secure 

the gestures, behaviors, opinions, and discourses of (human) beings. He also argues that 

―language itself […] is perhaps the most ancient of apparatuses in which thousands and 

thousands of years ago a primate inadvertently let himself be captured, probably without 

realizing the consequences that he was about to face‖ [57]. 

 

Extending Agamben and Foucault via ethnomethodology, we may claim that apparatuses 

not only capture and orient but also constitute what Garfinkel called ―perspicuous settings‖ 

– a phenomenal field of organized objects that produce a perceived coherence of such 

objects (linguistic objects included) [58]. Ethnomethodology is concerned with the work 

that makes up the ―produced witnessability of ordinary facts of life‖  [59]. This requires 

that we attend to the ―phenomenal field‖ -- a realm of embodied actions situated within the 

depth of lived space and time, filled with objects, inherently intersubjective, permeated by 

language, and shaped by the presence and absence of other beings [60]. Apparatuses, 
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by capturing and controlling the gestures and behaviors inscribe the phenomenal field into 

reality. I will return to this later. However, apparatuses such as GenAI exert their force 

through inferring with linguistic intersubjectivity causing what ethnomethodology calls 

incommensurability [61]: when exchange is fundamentally hobbled by misalignment. This 

happens when the cognitive basis of AI is uncritically accepted as its driving 

ideology—discussions often reach an impasse. How can dialogue continue when some 

participants, like GenAI, hold irreconcilable views on sociality and social organization or 

have no ‗views‘ at all about sociality or any wider social contexts?  

 

In a seminal paper on political discourse, Harry Frankfurt discussed the philosophical 

implications of ‗bullshit‘ and the (political) role of bullshitters [62]. When asked why he was 

interested in bullshit, he answered: ―I was for a long time disturbed by the lack of respect 

for the truth that I observed… bullshit is one of the deformities of these values‖ [c] 

Applying the concept of bullshit to our context, the inclusion of GenAI into embodied 

actions shaped by language creates incommensurability by social bullshitting. It is not the 

relations to the truth that GenAI lacks, as Frankfurt‘s bullshitters had it, but relations to the 

phenomenal field of organized objects that produce a perceived coherence. Without such 

coherence no meaningful interaction that is the work that produces witness-ability 

becomes possible.  

 

Apparatuses, as said, inscribe the phenomenal field into reality as common sense – what 

everybody knows [63]. Following Mike Lynch [64], we may call this (professional) 

ontography: the inscription of phenomenal fields in which knowing and what is known are 

grammatically and materially inseparable and only provisionally differentiated. 

Professional ontography comprises not only, as Lynch [65] discusses, investigations that 

aim to describe the contingent and organizationally embedded work of social agents; it is 

the work of agents, typically scientists but also business leaders, tech entrepreneurs who 

propose, inscribe, or dispute particular ontological matters. Professional ontography, then, 

is the work of inscribing the phenomenal field and its coherence, provisionally, into the 

fabric of the world. Following up on this, one of the ―residues‖ [66] of any ontographic work 

is mundane ontography – the inscription of ontographic fields that members take as 

commonsensical and follow tacitly in their locally organized ‗work‘.  

AI ontography 

Returning to GenAI apparatuses: they ‗work‘ by generating ‗training‘ data corpora of 

digitalized traces of activities and events. It extracts patterns from the training data, 

automates the classification of patterns, and predicts the probability of the recurrence of 

patterns in future data. With GenAI, the probable recurrence is transformed into linguistic 

entities, word-bits, and their semantic and semiotic contexts. One of the troubles with AI, 

transformer models included, is what Lucy Suchman calls a political fallacy: ―when a 

statistical correlation between numbers within a dataset is received and accepted as 

causation among real entities in the world‖ [67] When GenAI enters the production and 
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accountability of ordinary society as part of the local production and natural, reflexive 

accountability of the phenomena of order this statistical correlation replaces the 

phenomenal field: social bullshitting becomes constitutive of the production of 

accountable social order. 

 

AI involves data analysis in computing-intensive technologies that are being proposed as 

solutions. This is the good Anthropocene. It is said to be relevant for several current 

ills—from health care to climate emergency. However, AI is enacted as a singular and 

depoliticized technoscientific object, which, as we saw, is another political fallacy. It is the 

latest in a series of technologies that has been categorized as the good Anthropocene. 

But more importantly: when GenAI becomes a ‗member‘ in embodied actions shaped by 

language incommensurability, it disrupts the work that produces witnessability: bullshitting 

replaces accountable (for members) social order.  

 

This disruption is invisible as bullshit replaces the locally produced social order: the 

ontological politics of the Anthropic condition enters the produced coherence of the 

phenomenal field by GenAI. It offers comforting realism, that ―what everybody knows‖, 

and this unquestioned common-sensical Anthropic realism is now conveyed through the 

black-boxed stochastic technology that is GenAI. The tacit, taken-for-granted knowledge 

and shared understandings that individuals rely on to make sense of and navigate 

everyday social interactions are bullshittified: shared understandings that are assumed to 

be commonly known by members are not produced and sustained in local and shared 

‗accounts‘ [68] but offered as ready-made, stochastically given and ethnomethodological 

impenetrable. Bullshit is untraceable: if it is not explicit hallucination [69] or parrotization 

[70] it aligns well with the comforting realism of the Anthropic condition. Instead of being 

accountable (making them intelligible and understandable to others within a shared social 

framework) and indexical (deriving their significance from the specific interactional context 

rather than having fixed meanings) they are naively (e.g., non-accountably and 

non-indexically) intelligible – it is what everybody knows because they are offered in and 

by anthropically credible but bullshittified social contexts. Put otherwise: mundane 

ontography is replaced by AI ontography -- people do not produce and reproduce 

intelligible order; it is stochastically prefabricated for them in a naively intelligible modality. 

Postquantum 

This brings me to the question of the ‗otherwise‘ and seeking alternative methodological 

reality practices (alternative ontological politics) that enact widely different worlds. First, a 

methodological aside. I am introducing postquantum in a similar fashion as Don Ihde, who 

sadly passed away a few months ago [71] and used post-phenomenology [72] as a 

theoretical move related to classical phenomenology. In his inquiries into technoscience, 

he focused on experience and concreteness while distancing the approach from 

romanticizing technology. His starting point is always an empirical analysis of actual 

technologies and their relation to embodied experience: combining the phenomenological 
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focus on embodiment with a pragmatic emphasis on how technologies shape and mediate 

that experience. It was a version of what Zahavi [73] called applied phenomenology: 

combining philosophical phenomenological insights with qualitative empirical 

investigations. As post-phenomenologists did [74], my ambition is also to bring applied 

phenomenology and quantum theory in conversation with poststructuralism. Hence, 

―postquantum‖ is anchored in an anti-essentialist, reflexive, relational ontology. In my 

version, I am inspired by the quantum focus on entanglement, non-locality, and 

uncertainty [75][76]; however, I suggest distancing from limiting entanglement and 

becoming to the micro realm only [77], and moving away from the standard quantum 

theory recourse to a classical worldview through collapse and/or decoherence [78][79]. I 

also take inspiration from the research that has brought phenomenology and quantum 

theory closer [80][81]. Essentially, my suggestion is to politicize the real by a postquantum 

approach. The starting point is the empirical analysis of how the real on all levels is 

enacted by specific technoscientific apparatuses. 

Naïve intelligibility 

What does the naïve intelligibility of the artificial mean for our understanding of both AI 

and its ontological politics? Politics is not only a struggle over resources and values; it is 

also a battle about disclosing worlds: the struggle over truth and objectivity is to realize a 

unique world through the ‗definition‘ (naming, enacting, using a method) of what there is 

[82]. When the comforting realism of the Anthropic condition is conditioned by the naively 

(non-accountably and non-indexically) intelligible bullshit, GenAI generates our ability to 

trace, understand, explore, or intervene in how the ontological order of things that 

constitute our world was an outcome of what politics, what historical and social struggles 

become extremely limited and eventually impossible. If ―[o]ntology is politics that has 

forgotten itself‖ [83], the Anthropic condition is written into the fabric of the world not as 

forgotten politics that may be questioned, breached, and traced but as AI-generated (and 

naively intelligible) ‗objective‘ (―eternal, divine and pre-existing‖) depoliticized truth. 

 

This is the last in a long row of attempts to depoliticize ontology: to settle for once and for 

all the struggle of worlds constantly becoming by onto-political gerrymandering (the 

Cartesian cut that is also the pre-Socratic cut that is also the Genesis cut – separating, 

categorizing and mattering [84] Engaging critically with professional and mundane 

ontography affords us – both as scientists and as members of any ethnos in any local 

setting – to reflexively work with worlds of our own making. The task of critical inquiry is 

not to secure and fix ‗methods‘ [85] about the ‗true‘ nature of reality but to make visible the 

struggles over truth and objectivity; how our understanding of reality is constituted by our 

methods. From a postquantum positionality, the problem with GenAI is both bullshitting 

and the naïve, unreflexively intelligibility thereof by members. To paraphrase Frankfurt: it 

is the lack of respect for the ethno-methods to be observed, criticized, and analysed… 

bullshit is one of the deformities of the method that is making worlds.  
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GenAI‘s bullshit and its naïve intelligibility prohibit being critical toward the one-world 

realism and apolitical foundationalism of the Cartesian/Newtonian method [86][87] of 

reality enactment. Bullshit is black-boxed and purified: it presents, inter alia, entities as 

separated into neat categories of nature and culture, human and non-human, and 

establishes causal relations between them as truth [88]. A postquantum critique of GenAI 

points to the politics of ontology and the constituted nature of nature/culture, of 

human/non-human binaries, and most importantly, of the real/constructed ontopolitical 

gerrymandering. If, as quantum social theorist Karen Barad claims, fundamentals of the 

world are ―spacetimemattered‖ (questioning the classical Newtonian view of time as a 

continuous, linear flow from past to future) and the world retains the memory of its iterative 

reconfiguring – the political nature of the world‘s ontological constitution should not be 

‗forgotten‘. From a postquantum positionality, there is no such thing as an ‗ontos‘ that is 

―out there‖, existing in its independent, eternal, divine plenitude, waiting to be described; it 

is always performatively constituted, although not necessarily uniquely and solely by 

humans.  

 

Theorized as postquantum, apparatuses are heterogeneous assemblages, instantiating 

patterns, structures, consisting of human and non-human emergent entities, inscribed by 

their reflexive members, in specific entanglements that fix entities and their relations as a 

particular ‗way of seeing‘ that is called ‗reality‘ [90]. Technoscientific apparatuses, 

including AI, are onto-powerful [91]: they create the conditions of possibility of being, 

whether of discourse or silently invested material practice, forms of spatiality, temporality, 

matter, and relations that define (‗local,‘ ‗observable,‘ ‗real‘) conditions of political being 

[92]. Such apparatuses create congealments in and by which relations of exteriority, 

connectivity, and exclusion are configured and are ‗observed‘ locally by the observer. A 

task of a postquantum critique is to be sensitive towards potential iterative reconfiguring 

by critically reflecting on settings, fields, interactions – (ethno)methods doing realities as 

well as the representations of those realities [93]. 

 

If GenAI enters the ―perspicuous settings‖ enacted by humans and non-humans offering 

its bullshit, such critique becomes impossible. Not only will we not be able to trace 

historical practices and power relations in methods of world-making, but the ‗stochastic 

parrot‘ will congeal the Anthropic condition as mined from zillions of texts that are all 

similar in their methodological enactments. GenAI (and its makers) present the learning 

corpus and the stochastic generation of new knowledge as apolitical truth mined from 

representations of the gerrymandered eternal, pre-existing real [94]. This eschews the 

plethora of Garfinkelian ‗residues‘ [95] (that we may search for subtle traces, interpreting 

the significance of underlying social practices; the ‗invisible work‘ that sustains the shared 

sense of reality) that we need to assess and engage with (―interpret‖) critically. 

Conclusion 

What I have been trying to show is that GenAI is a social bullshitter of a naively intelligible 
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modality. It is, however, a different kind of bullshitter than that of Frankfurt‘s. It is not 

disinterested in truth but just the opposite: becoming a ‗member‘ in interactions shaped by 

language GenAI‘s incommensurability disrupts the work that produces witnessability. 

Bullshit replaces accountable social order as well as our ability to observe and analyse 

traces of the unnoticed or taken-for-granted practices, assumptions, and actions that do 

our world. It claims that from all the texts of the world it can create the TAO that no human 

has been yet able to see. 

 

But, as Laozi claims, ―The Tao that can be told is not the eternal Tao.‖ The eternal Tao, if I 

understand correctly, comes very close to spacetimemattering [96]. 

 

In closing, I can only offer a question. When thinking about GenAI, this is what you may 

wish to consider. Would you want to spend your entire life re-enacting the time and again 

the world together with amnesic onto-political bullshitters? They forget and make forget 

that worlds can be enacted differently. Enactment is always the result of struggles (and 

not searches or prompts) over truth and objectivity, over assemblages of methods that 

have been crafted by people, machines, traces, more-than-human beings, spirits, angels, 

muses, to name a few, in a messy order of becoming [97]. Struggles may result in many 

things, but not solely, uniquely, and universally in an outcome of neat stochastic ordering 

based on numbers and formulae that the pre-Socratics introduced as the gerrymandered 

ontology of the Anthropic condition some 2500 years ago. This was around the same time 

that the mystical figure Laozi is assumed to have lived and worked on the Tao Te Ching.  

 

The choice is yours. Thank you! 

 

Editor’s Note 

This perspective paper is adapted from the transcript of the keynote speech delivered by 

the author at the First International Forum on Quantum and Laozi, held in Shanghai, 

China, on July 7th, 2024. It has undergone the same rigorous peer-review process as 

regular submissions to ensure its quality and relevance. 

Notes 

[a] cf. https://www.ecomodernism.org/ 

[b] The Anthropic condition, of which this is a very brief and simple rendering, is the topic 

of our current book project with Richard Randell. It is the continuation of our previous work 

on automobility as political ontology, see: Braun, R., & Randell, R. (2022). 

Post-Automobility Futures: Technology, Power, and Imaginaries. Rowman & Littlefield. 

https://rowman.com/ISBN/9781538158852/Post-Automobility-Futures-Technology-Power
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-and-Imaginaries  

[c] On Bullshit Part 1 – YouTube. www.youtube.com. 18 September 2007. 

Retrieved 2025-01-23. 
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